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Problem
Statement

Considering structural changes as well as
ongoing environmental transition, how
jobseekers and policymakers can access
labour market information efficiently.

Technical
Advancements

Brynjolfsson, McAfee (2014)

Changing Labour
Market 

Mezzanzanica, Mercorio (2019)

Skill Shortages



Research
Questions

How has AI been used in
similar context,
environments and
applications (e.g. ,  other
countr ies) for LMI

RQ 1

How data collected from job
advert isements can be used
to develop explainable ML
models for LMI that can
enhance decision-making?

RQ 2
What are ski l ls and other
requirements composit ion
for green jobs?

RQ 4

RQ 3
How to improve competence
extraction from job posting
data using ML methods



Current Approaches

Costly

Labour Market Surveys

Limited Sample
size Transparency

and
Interpretability

Requires pre-
requisite

knowledge 

Contextual
understanding

Subjective
interpretation

Response Bias

Takes Time

Felxibility and
adaptability

Employee Skills
Survey (UK GOV)

Labour Force
Survey (ONS)

Survey of Adult
Skills (OECD)

Burning Glass (2019) (2021)

Mezzanzanica, Mercorio (2019).

Fareri, Silvia et al. (2020)

Colombo, Mercorio (2018)

Ethical
Considerations

SkillSpan
Zhang, Jensen, Sonniks,

Plank (2022)

Smith, Weiler,  
Braschler, (2021)

Explainability

Data Quality

Large-scale
Data Analysis

Quasi Real-time
Insights

Automated
Data collection

Unbiased
Analysis

Xu Tong et al.,
(2018)

Xu, Haoyu et al.
(2017)

Automated Approaches



1.5 million
sample of

Scottish Job
postings

(2019-2022)

Sub-sample of
Industries with
Comparative

Advantage
(30k samples)

Contextualised
Topic

Modelling
(BERTopic)

Human Curated
Rules Creation
for Information

Extraction

Taxonomy of
860 skills and
725 knowledge

terms

Skill and
Knowledge
Extraction

Relevance
Classification

Algorithm

Span-level Skill
Extraction

Green Jobs
Assessment

Competence
Classification

Methods



Test Inner-Sample Cross-Sample Cross-Sample

Sample

Train: Our Data
(80%)

Test: Our Data
(20%)

Train: Our Data
Test: SkillSpan +
Sayfullina (20%)

Train: SkillSpan
+ Sayfullina

Test: Our Data
(20%)

 Irrelevant Class 0.93 0.79 (+7%) 0.72

Relevant Class 0.96 0.83 0.83

Overall 0.94 0.81 (+3%) 0.78

Relevance
Classification

Sentences
from Job
postings

Proficiency in
Python and

machine learning
packages

Our company
hires electrical

engineers and is
commited to
sustainable

technologies

F1-Scores

Zhang et al., 2022 Sayfullina et al., 2018

Methods



Span-level  Skil l  Extraction

Zhang et al. (2024) Decorte et al. (2023) Gunel et al. (2020) Yan et al. (2021) Oord et al. (2018)

A deep understanding of
Python programming

language.

Must be able to use
Python packages
such as PyTorch.  

Vs

Methods

Rules for
competence

matching (882 skills
+ 743 knowledge) Stage 1:

Sentence
annotation

Sentences from UK
Job posting data

(various industries)

Contrastive Pairs:
Positives:
Sentences

describing the
same competence.

Negatives:
Sentences that do
not describe any

competence.

Stage 2:
Contrastive
Pre-training 

InfoNCE
loss

Pre-trained
transformer

model

Transformer
e.g. 

BERT,
RoBERTa

Stage 3:
Fine-tuning

Cross
Entropy 

loss

Span-
labelled 
datasets

Span
Labelling

Model



Results
Contrastive Pre-training

Span F1-score Performance Across Datasets
Baselines: 

Vanilla Fine-tunning
NNOSE (Datastore
Method)

Models: 
Bert-base-uncased
Roberta-base
JobBERTa (job domain
adapted Roberta)

Datasets: 
Green (Finance,
Healthcare IT)
SkillSpan (Tech)
Sayfullina (vairous
industries, focus on soft
skills)



Results: Cross-
Dataset Setting
Contrastive Pre-training

+ 2.32% F1 + 0.88% F1



The
Problem

Scarcity of High-Quality
Annotated Data

Rapidly Emerging Skil ls
Industry Specif ic Data

Costly Prediction
Models

The
Solution

ESCO Taxonomy of Skil ls
and Knowledge

(Definit ions)
+

Examples of Competences
from text

=
Example-Definit ion

Alignment

ContrastiveLearning

Pros and Cons
Scalable and General isable
Competence Classif ication

Reduced Reliance on
continuous annotation

Novel Approach (Quality?)
The importance of diversif ied

examples



Current Work-
Labour Market
Analysis
Generated Rules used to
extract ski l ls and
knowledge from
collected job postings

01

Targeting Green Jobs as
defined by the CESAP
Pathfinder SDS Report
2023

02

Identif ication of unique
skil ls and essential
competenices in l ight of
broader industry trends

03

Policy Recomendations
04

Skills Development Scotland (2023)



Merging ML with
Human expertise to

ensure efficiency and
explainability

Different approaches
to skill extraction and

classification

Novel ways to take an
advantage of
different data

granurality

Green jobs
assessment

THANK
YOU

Aleksander
Bielinski

a.bielinski@napier.ac.uk

LinkedIn
Summary

https://x.com/pecuniafactorem
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